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ABSTRACT
The immense volume of user-generated content on social

media provides a rich data source for big data research. Co-
mentioned entities in social media content offer valuable infor-
mation that can support a broad range of studies, from prod-
uct market competition to dynamic social network mining and
modeling. This paper introduces a new approach that combines
named entity recognition (NER) and network modeling to extract
and analyze co-mention relationships among entities in the same
domain from unstructured social media data. This approach
contributes to design for market systems literature because lit-
tle research has investigated product competition via co-mention
networks using large-scale unstructured social media data. In
particular, the proposed approach provides designers with a new
way to gain insight into market trends and aggregated customer
preferences when customer choice data is insufficient. More-
over, our approach can easily support the evolution analysis of
co-mention relationships beyond cross-sectional analysis of co-
mention networks in a single year due to the abundance of social
media data in multiple years. To demonstrate the approach to
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supporting multi-year product competition analysis, we perform
a case study on mining co-mention networks of car models with
Twitter data. The result shows that our approach can success-
fully extract the co-mention relationships of car models in mul-
tiple years from 2016 to 2019 from massive Twitter content; and
enables us to conduct evolutionary co-mention network analysis
with temporal network modeling and descriptive network analy-
sis. The analysis confirmed that the co-mention network is capa-
ble of identifying frequently discussed entities and topics, such as
car model pairs that often involve in competition and emerging
vehicle technologies such as electric vehicles (EV). Furthermore,
conducting evolutionary co-mention network analysis provides
designers with an efficient way to monitor shifts in customer
preferences for car features and to track trends in public dis-
cussions such as environmental issues associated with EVs over
time. Our approach can be generally applied to other studies
on co-mention relationships between entities, such as emerging
technologies, cellphones, and political figures.

Keywords: Social media content mining; Named entity
recognition; co-mention network; Network evolution.
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1 INTRODUCTION
The growing popularity of social media platforms has led

to the accumulation of a vast amount of user-generated content,
making it an attractive data source for big data research [1, 2, 3].
The data generated by social media platforms contains a wealth
of information, ranging from social connections [4] and pub-
lic opinions [5] to behavior patterns [6] and engineering de-
sign [7, 8, 9], which can be extracted and analyzed for a va-
riety of research purposes. In engineering design, researchers
are interested in extracting product feature-related information
shared by customers to assist designers in creating products that
meet customer preferences. For example, Lim and Tucker devel-
oped a Bayesian sampling algorithm to determine optimal search
keywords for the accurate extraction of product features from
Twitter [8]. In some other domains such as social science, sci-
entists have proposed various approaches to analyze social re-
lationships on social media by modeling followed & following
connections or direct communications (e.g., a user posts a direct
update to a specific person and engaging in conversation with
him/her) [10, 11, 12]. For example, in the study by Huberman et
al. (2008) [10], the authors found that the number of friends, had
a stronger correlation with user activity than the number of fol-
lowers. This suggests that when attempting to promote an idea or
trend through word of mouth on Twitter, focusing on the number
of friends should be the primary strategy.

Besides structured data sources such as the count of follow-
ers, post metrics, and comments, there exists additional valuable
information embedded within the textual content of social media
that remains largely unexplored. One such example is entities co-
mentioned in the text, and its theoretical support can trace back
to the co-word analysis literature [13, 14]. Researchers revealed
that co-word analysis was a powerful tool for discovering associ-
ations among research areas in science [13]. In addition, Popovic
et al. (2014) extracted the country co-occurrence networks from
a large set of financial news and validated its significant overlap
with the network built upon the correlation between Credit De-
fault Swaps (CDS) of countries [15]. All of these works demon-
strate the value of co-mentioned entity information.

In social media, the entities that are commonly mentioned
include people, places, products, organizations/brands, social
events, artworks (e.g., music, movies), and terminology [16].
Accordingly, the possible relationships between these entities
could be: 1) association, denoting that two entities are connected
via shared attributes. For example, My Heart Will Go On is the
theme song for the movie Titanic. 2) Causation. An example
is that the long-term inhalation of specific chemicals is a cause
of certain cancers. 3) Comparison. For example, two products
are co-considered and compared by customers. 4) Random co-
occurrence, which captures all other undefined relationships. As
an example, dealers often announce the arrival of new car mod-
els, such as the Toyota Camry, Honda Accord, and Mazda CX-3,
and their in-stock status.

Previous research has investigated the potential of co-
mention data from different social media platforms, such as car
forum posts and Amazon reviews for marketing research [2,
17, 18] and engineering design [19, 20, 21]. The rationale be-
hind these studies is that consumers frequently compare prod-
ucts [22] and their opinions drive content generation and at-
tract visitors [23]. Netzer et al. (2012) work also demonstrated
that the co-mention measure from text mining exhibited exter-
nal validity comparable to that derived from a consumer sur-
vey [2]. These findings suggest that co-mention information in
user-generated data can provide valuable and reliable insights
into product competition for marketing researchers. Meanwhile,
knowledge of the structure and evolution of market competition
can further benefit the engineering design community [24, 25],
as it helps identify customer-desired features through their fre-
quently co-mentioned products.

However, exploring co-mention relationships between enti-
ties presents several challenges. First, existing research is based
on data collected from specialized platforms, targeting specific
groups of users. In contrast, social media platforms (e.g., Twit-
ter) have a more diverse user base and a broader range of prod-
uct information, but are not fully explored. Second, social media
data is often unstructured, making it difficult to accurately extract
entity information from short, informal posts that contain emojis,
URLs, grammatical errors, and misspellings [26, 27]. The third
challenge pertains to characterizing and modeling co-mention
relationships and their evolutionary dynamics. Addressing this
challenge requires appropriate models to quantitatively and ef-
fectively represent the co-mention relationship. To address these
challenges, we develop a new approach that integrates named en-
tity recognition (NER) and network modeling to extract and ana-
lyze co-mention relationships among entities within the same do-
main from unstructured social media data. We demonstrate our
approach in a case study on co-mention networks of car models
from mining multi-year Twitter data.

Compared to existing work, such as the study on co-
occurrence networks of car models [2], our study contributes to
the literature in two aspects. First, the data source for the existing
work is from discussion forums, which are organized by specific
topics with more structured and centralized product information.
Social media data, on the other hand, could cover discussions be-
yond pure product comparison, making the extracted co-mention
networks more susceptible to noise information. Our approach
solved this problem using NER techniques from Natural Lan-
guage Processing (NLP). Second, this study collects multi-year
co-mention network data, enabling the analysis of dynamic com-
petition relations. In particular, we conducted descriptive net-
work analysis on four co-mention networks of car models from
2016 to 2019, thus laying the foundation for our future study on
temporal network modeling of product competition in support of
design configurations.

The remainder of the paper is organized as follows. In Sec-
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tion 2, we introduce our method for identifying product data
from social media content using NER and the methods for con-
structing and analyzing product co-mention networks. Then, we
present a case study on car models co-mentioned on Twitter in
Section 3. In Section 4, the benefits and limitations of our work
as well as its implementation for engineering design are dis-
cussed. Finally, in Section 5, we summarize the key findings
and suggest future research directions.

2 Research Approach
Figure 1 shows an overview of the proposed approach for

co-mention network analysis using social media mining. The
approach consists of five steps that are detailed in the following
sections.

2.1 Step 1: Social Media Data Collection
Step 1 starts with collecting text data from social media.

There are two common tools for data collection: 1) social media
application programming interfaces (APIs). Most mainstream
social media platforms, including Twitter, Facebook, and Insta-
gram, provide APIs that offer developers and researchers access
to various features and data, such as posting updates, access-
ing user data, reading user profiles, and more. 2) Third-party
tools/databases. There are several third-party tools and databases
that can help collect data from social media and even provide
readily available datasets. One such example is snscrape1, a
Python library that facilitates the scraping of data from multiple
platforms.

Due to the massive volume of data on social media, it is im-
practical to collect all available data. Therefore, it is essential
to adopt a data collection strategy, which may vary according to
research objectives. For the relationship analysis between co-
mentioned entities, one collection strategy is a reference-based
keyword search, which involves developing a reference list that
encompasses all the named entities that are of interest. The sub-
sequent step entails using these entity names as keywords to filter
and extract relevant data from a specific time frame.

2.2 Step 2: Text Data Preprocessing
Step 2 involves pre-processing the obtained textual data,

which is crucial for the subsequent analysis. As shown in Fig-
ure 1, a typical text data processing pipeline includes six sub-
steps [28, 29], each of which is described below.

1) Text cleaning. This involves removing any noisy characters
such as punctuation marks, digits, and emojis. This can be
achieved by using regular expressions [30].

2) Tokenization. This step is to break up the text into to-
kens where the notion of the token can be individual words,

1Snscrape: https://github.com/JustAnotherArchivist/snscrape

phrases, or other essential units depending on the specific
objectives of the task at hand [31].

3) Stop word removal. Stop words denote common words that
are used for the purpose of joining sentences and do not
carry much meaning. Examples include ”the,” ”and,” ”a,”
and ”an.” Removing stop words can reduce the size of the
text corpus and herein improve the efficiency of downstream
tasks [32].

4) Stemming / Lemmatization. Stemming and lemmatiza-
tion are to normalize words to their base form. Stemming
refers to a process that reduces words to their root form by
crudely removing ends and derivational affixes. Lemmatiza-
tion is more advanced and properly reduces words to their
base form by removing only inflectional endings based on a
vocabulary and morphological analysis [33].

5) Spell-checking and correction. Spell-checking and correc-
tion is the process of identifying misspelled words in a text
and replacing them with their correct spelling [34]. This step
is essential for improving the accuracy and readability of the
text corpus and the data quality for the downstream tasks.

6) Removing duplicates. Removing duplicates involves iden-
tifying and removing repeated instances of the same text
data within a given dataset or document. This process helps
to streamline and simplify text analysis tasks by eliminating
redundant information [35].

Although this processing pipeline is general, the inclusion
and order of steps may differ depending on different task require-
ments [29]. For instance, stemming or lemmatization might not
be relevant or suitable for performing named entity recognition
(NER) on Twitter data, given that such data often comprises in-
formal language and slang that do not conform to conventional
grammar rules.

2.3 Step 3: Named Entity Recognition (NER)
In Step 3, the objective is to recognize the named entities

of interest that appear together in each text sample, that is, a
single post (e.g., one tweet) in the case study. This task, com-
monly known as Named Entity Recognition (NER) in the field of
NLP, can be achieved through two methods. The first method in-
volves importing pre-trained NER models from mainstream NLP
libraries such as NLTK 2 and spaCy 3. However, as these mod-
els are typically trained on general data, they may not perform
optimally on complex social media data. Therefore, the second
method is proposed to train a custom model that can be fine-
tuned to better identify entities in specific domains [36].

To create a custom NER model using spaCy, three primary
steps must be taken. The first step is to prepare the training and
testing data, which includes labeling the training and testing data

2NLTK: https://www.nltk.org/#
3spaCy: https://spacy.io/
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Step 1:
Social Media Data

Collection

Step 2:
Text Data

Preprocessing

Text data processing
pipeline

Existing trained
models (e.g., spaCy,
NLTK)
Custom model

Step 3:
Named Entity

Recognition (NER)

Step 4:
Network Modeling

Step 5:
Network Analysis

: Entity : Co-mention

Node degree distribution
Average node degree
Average clustering
coefficient
...

Web Scraping /
Platform APIs

Text
datasets

Text
cleaning Tokenization

Stop word
removal

Stemming/
Lemmatization

Spell-checking
and correction

Removing
duplicates

"My friend David[person]

bought a Toyota Camry[car

model] from a dealer in
Houston[place]"

Node: unique entities
identified by NER
model
Link: two entities are
co-mentioned by at
least one textual data
sample

Network descriptive
analysis

Network evolution
analysis

...

Year i Year i+N

FIGURE 1: Framework of content-based co-mention network mining from social media

and transforming them into the format expected by spaCy. The

second step involves modifying the architecture of the spaCy

model based on the tasks and specifying the training data and

hyperparameters such as batch size and learning rate. In the third

step, the model is evaluated using testing data. Evaluation met-

rics include commonly used machine-learning accuracy scores

such as F1-Score, precision, and recall [37].

2.4 Step 4: Network Modeling

In Step 4, the co-mention relationships identified in Step 3

are modeled using a complex network. Complex networks have

proven to be a powerful domain-independent representation of

complex interactions between entities. For example, social net-

works have been consistently recognized as an effective means of

studying human relationships over the past few decades [38,39].

Meanwhile, researchers in the engineering domain have also

demonstrated the effectiveness of complex networks in system

engineering [40] and product design research [41].

Network modeling is a process that encompasses the iden-

tification of whether the network is directed or undirected,

weighted or unweighted, and the determination of nodes, links,

and their corresponding link weights in the case of weighted net-

works. In the context of co-mention entities, we define nodes

as the singular entities identified by the NER model, links as in-

stances where two entities are co-mentioned in at least one text

sample, and link weights as the number of times two entities are

co-mentioned. Existing work has also used the lift value to define
link weights [2,42]. When a causal relationship between entities

is unclear, it is reasonable to define the network as undirected.

2.5 Step 5: Network Analysis
In Step 5, following the development of the network model,

two types of network analysis are proposed to provide quantita-

tive insight into the co-mention relationships. The first approach

involves the application of common network metrics, such as un-

weighted/weighted degree, network density, global/local average

clustering coefficient, and betweenness centrality, to conduct de-

scriptive network analysis [43]. During this process, it is impor-

tant to connect each metric to the application context for a mean-

ingful interpretation of observed phenomena. For instance, in a

co-mention social network, where the co-mentioned entities are

individuals’ names, individuals with high betweenness central-

ity can be identified as key connectors between different social

clusters.

The second approach is to conduct the network evolution

analysis. This is often conducted by performing a time se-

ries analysis of the network metrics collected over time and by

employing statistical network models to predict network evolu-

tion. For example, a temporal exponential random graph model

(TERGM) can be used to describe how the probability of edge

formation changes over time as a function of various network

structures that can incorporate either nodal attributes or edge at-

tributes [24]. A deeper understanding of network evolution ob-

tained from these two types of analysis can support downstream

tasks, such as the development of network science-informed deep

learning models (e.g., graph neural networks (GNNs)) to predict

future co-mention relationships.

3 CASE STUDY
In this section, we present a case study to demonstrate the

capability of the proposed approach in co-mention networks of

car models using Twitter data in support of the design for vehicle
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market systems.

3.1 Step 1: Twitter Data Collection
In this study, we collected data from Twitter based on a

reference-based keyword search strategy. To begin, we compiled

a list of 949 unique car models from 2010 to 2022 by scraping

mainstream model names in English from Cars.com. Then, the

third-party tool, snscrape, in conjunction with Twitter internal

query search function was utilized to collect tweets from 2016

through 2019. Car models from the reference list were the ob-

jects searched for in Twitter’s database. To allow for consistent

samplings across different time periods, a limit of 20 tweets was

collected monthly for each car model. This summed up to 240

tweets per car model, with up to 227,760 in total per year. Due

to the lack of tweets on specific car models in some months, the

number of tweets was less than the maximum number of tweets

that are possibly collected. From 2016 to 2019, the number of

tweets collected was 86,962; 90,670; 93,861; and 94,302; re-

spectively. The number of tweets increased over the years, influ-

encing the size of the networks generated during this case study.

3.2 Step 2: Twitter Data Preprocessing
The pipeline used for Twitter text data preprocessing in this

study is shown in Figure 2. The first step was removing the

URLs from the data frames. This was performed at the outset

to simplify the subsequent removal of punctuations. If URLs

remained in the data frames, they would be fragmented by the

punctuation removal step, rendering their deletion challenging.

Then, all punctuation marks were removed. Tokenization was

conducted in the third step to split each tweet into individual

words. Then, the NLTK library was employed to convert all

words to lowercase and remove stopwords, such as ”a,” ”the,”

and ”this”. Finally, duplicated tweets were removed from the

datasets. These duplicates were deemed to have a high probabil-

ity of being tweeted by bots whose content was meaningless [44].

After deleting duplicates, the total number of tweets kept was

34,278; 36,940; 43,347; and 49,895 from 2016 to 2019, respec-

tively.

3.3 Step 3: Named Entity Recognition (NER) for Twit-
ter Data
To start this process, we first generated training and test-

ing data using the NER Annotator4, an online annotation tool,

to manually mark the car models in tweets that were processed

through Step 2 with the label ”CAR.” This marking method iden-

tifies the beginning and ending indices of each entity in a tweet

and subsequently converts this information, along with the tweet

content, into the format that is expected by spaCy. We used 2,003

4NER Annotator: https://tecoholic.github.io/ner-annotator/

Remove URLs

Remove
Punctuations

Tokenization

Lowercase and
Remove Stop Words

Raw Data 03 Audi A6 the (BEST OFFER) (San Diego)
$1500 ift.tt/2FH6Yoo https://t.co/AQ9cgwfoHR

03 Audi A6 the (BEST OFFER) (San Diego)
$1500    

03 Audi A6  the BEST OFFER   San Diego 
 1500    

03 Audi A6

Remove Duplicates

03 audi a6
best offer san

diego 1500

the BEST OFFER
San Diego 1500

FIGURE 2: Flowchart of the preprocessing method

marked tweets from 2018 as training data and 189, 195, 193, and

193 tweets from 2016 to 2019 as testing data, respectively.

The NER model was then trained using the annotated train-

ing data. Upon completion of the training phase, model perfor-

mance was evaluated using independent test data sets spanning

2016 to 2019. The results of these evaluations were tabulated

in Table 1. The results demonstrate that the model achieved F1-

scores greater than 69% over the four years, despite being trained

solely on data from 2018. Additionally, all precision values were

found to be higher than 74%, indicating that more than 74% of

the car models recognized by the NER model were correct iden-

tification. Furthermore, all recall values exceeded 66%, signify-

ing that the NER model successfully extracted more than 66% of

the ground-truth car models (all the manually marked car models

within the testing data) from tweets. Finally, we refer to the re-

sults of the Twitter Named Entity Recognition shared task asso-

ciated with the second Workshop on Noisy User-generated Text

(W-NUT 2016) to gain general insights into the overall perfor-

mance of our model. Their results were generated by ten teams.

The average F1-Score of these ten NER models was 38.19%,

and the highest value was 52.41% [45]. Our model achieved

an F1-Score that is approximately 20% higher than the highest

F1-Score of the Twitter Named Entity Recognition shared task,

justifying the reliability of our trained model.

3.4 Step 4: Twitter Co-Mention Network Modeling
In the process of co-mention network modeling, the cleaned

four-year tweet data were processed through the trained NER
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TABLE 1: The testing results of NER model by year

Year F1-Score Precision Recall

2016 73.25% 80.42% 67.26%

2017 71.50% 77.67% 66.23%

2018 74.83% 74.03% 75.67%

2019 69.96% 74.37% 66.04%

model to identify car model names in each tweet. Subsequently,
only tweets containing more than one car model were retained.
The resulting count of retained tweets was 4,747; 6,040; 8,408;
11,220 for the years 2016 to 2019, indicating that the percent-
ages of tweets collected that co-mentioned at least two car mod-
els were 13.85%, 16.35%, 19.40%, and 22.49%, which is below
50%. This suggests that the co-mention information of cars is
dispersed throughout Twitter. Next, given that there existed mul-
tiple variant names for some car models in the extracted model
name sets, e.g., Ford F 150 being called “Ford F150”, “F 150
Ford”, and “FordF150”, etc., we only generate co-mention con-
nections between identified car models with names consistent
with our reference list from Cars.com, resulting in partial en-
tity information loss. For example, we identified three models
from one tweet, including “F150 Ford”, “Toyota Highlander”,
and “Subaru Crosstrek”. But given that “F150 Ford” differed
from the name “Ford F 150” that was recorded in our reference
list, we thereby only generated a co-mention connection between
Toyota Highlander and Subaru Crosstrek based on this tweet. 5

Our decision to prioritize an accurate network model over one
with more information but greater noise reflects a trade-off. In
future work, our aim is to develop a more robust similarity algo-
rithm to address this limitation.

Figure 3 illustrates a co-mention network model based on
three annotated tweets. The nodes represent unique car models,
links signify two car models being co-mentioned in at least one
tweet, and link weights denote the total number of tweets that
co-mentioned any two models. Note that no sentiment analysis
is conducted in this study; thus,the possible relationship between
these comorbid car models could be all four possible relation-
ships stated in Section 1, i.e., association, causation, comparison,
and random co-occurrence.

3.5 Step 5: Twitter Co-Mention Network Analysis
Figure 4 visualizes the co-mention networks from 2016 to

2019, and the corresponding unweighted degree distributions are

5We utilized text cosine similarity algorithm [46] to detect car models and
their variants. However, this algorithm is not robust against some models, such
as Nissan Z which was difficult to distinguish from other Nissan models due to
its name in the short letter “Z”.

Tweet 1: "lexus lc 500[CAR] save get porsche 911 gts[CAR]"

Tweet 2: "say goodbye my old toyota rav4[CAR] thinking buy
new ford f150[CAR] chevy silverado 1500[CAR]"

Tweet 3: "my friends have toyota rav4[CAR] lexus lc 500[CAR] want
subaru wrx[CAR]  bad raelene first need learn drive"

lexus lc 500

porsche 911 gts

subaru wrx
chevy silverado 1500

toyota rav4

FIGURE 3: An example of co-mention network modeling. These
tweets displayed here have undergone processing following Step
2. Nodes are unique car models that were mentioned by all three
tweets, and links denote co-mention relationships. For example,
a link is built between lexus lc 500 and porsche 911 gts because
they were co-mentioned by Tweet 1. We did not include “ford
f150” in the network modeling because it is inconsistent with the
recalled name listed as “ford f 150” in the reference list.

provided in Figure 5. According to Figure 4, we can observe that
the dimensions of the network, including the number of nodes
and links, have experienced a marked expansion from 2016 to
2019. This augmentation in the count of nodes signifies an es-
calation in the number of car models that were co-mentioned in
tweets, which can be explained by the number of existing unique
car models being cumulative with time. The increasing number
of links indicates that more car models are connected through co-
mentions. This rise in connections may be the result of a growing
interest in car-related topics, such as new automotive technolo-
gies (e.g., the surging popularity of electric vehicles), leading to
increased discussion.

Furthermore, Figure 5 shows that the degree distributions
for both 2016 and 2017 exhibit skewness with a long tail, imply-
ing a power law distribution characterized by the fitting curves
with R2 values of 0.862 and 0.812. This suggests the presence
of network hubs and the fact that most nodes have relatively few
connections. In other words, in 2016 and 2017, a small number
of car models were frequently co-mentioned, while the majority
of car models (more than 30%) were only co-mentioned once. In
contrast, the degree distributions of the 2018 and 2019 networks
are spread out (i.e., less skewed than those in 2016 and 2017),
indicating that more number of car models were co-mentioned.
One possible explanation for this trend is the increase in the over-
all number of popular car models and heated discussions fueled
by the boom of electric vehicles.

By examining the top five hubs, i.e., the top five car models
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FIGURE 4: Visualizations of co-mention networks from 2016 to 2019. The labeled nodes represent the top-five car models with the most
connections in each network, and the corresponding rank information is presented in Table 2.

with the highest unweighted degree, from 2016 and 2019, we ob-
serve the evolution of the most frequently discussed car models
over time. As presented in Table 2, it is observed that the top
five car models vary over time, with Honda Civic being the only
model that remains on the list throughout the four years. We
also checked the weighted versions of the top five and discov-
ered that the top-one models remain unchanged. For example,

Tesla Model 3 holds the top position in both the unweighted and
weighted lists in 2019, with an unweighted degree of 55 and a
weighted degree of 79. This suggests that Tesla Model 3 was
mentioned alongside 55 distinct models and had a total of 79 co-
mentions.

Furthermore, we compared the car models that were co-
mentioned on social media and their performance in the actual
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FIGURE 5: Unweighted degree distribution of co-mention net-
works from 2016 to 2019

sales market, using data of the top five cars with the best sales
in 2016 and 2017 from Cars.com [47, 48]. It was observed that
the top five best-selling cars were entirely different from the pop-
ular cars that were identified in our co-mention networks, indi-
cating whether or not a car model is widely discussed on social
media does not necessarily correlate with its sale performance.
One possible reason could be that human behavior on social net-
works can be irrational while purchasing behavior in the real
world tends to be more rational and informed by rigorous com-
parisons. This discrepancy in economics is often described as
“talk is cheap.” [49]. Another possible reason could be that so-
cial media platforms have a diverse user base beyond actual buy-
ers. Hence, while a product or a brand may generate a lot of
topics on social media, only a small percentage may come from
potential buyers. This further underscores the importance of per-
forming sentiment analysis in our future work, which will allow
us to have a better estimate of the type of co-mention relations.

Finally, we identified the car pairs most frequently men-
tioned in each year, as shown in Table 3, and computed the net-
work metrics associated with each network in Table 4. The re-
sults in Table 3 indicate that our approach can successfully cap-
ture the car models that were frequently co-mentioned in partic-
ular market segments. For example, we found the co-mention
of luxury midsize SUVs, BMW X5 vs. Volvo XC90 in 2016, the
co-mention of electric vehicles, Tesla Model 3 vs. Chevrolet Bolt
EV in 2017, and the co-mention of Jeeps Wrangler and Wrangler
Unlimited in 2019. In addition, the trend of the market can also
be inferred from the data. For example, the frequent association
between Tesla Model 3 and Chevrolet Bolt EV in 2017 serves as
evidence of the increasing popularity of electric vehicles.

Regarding the results of the network metrics, the density of
a network refers to the proportion of actual connections in a net-
work compared to the total number of possible connections. The
reported densities of the co-mention networks are very low (less
than 1% on average), indicating sparse car co-mention relations

in Twitter data. The weighted and unweighted average degrees
measure the average number of co-mentioning occurrences and
the average number of co-mentioned car models of a car. The re-
sults show that both measures have increased from 2016 to 2019.
The local clustering coefficient is computed for each node and
indicates how likely the neighbors of a node are also connected.
It measures a network’s local link density: The more densely
interconnected the neighborhood of a node, the higher its local
clustering coefficient. The average local clustering coefficients
capture the degree of clustering of a whole network by taking
the average of local clustering coefficients. The increased local
clustering coefficient observed in 2018 and 2019 suggests that
there was a greater tendency for a group of car models to be dis-
cussed together, compared to 2016 and 2017. This trend may
be attributed to the segmentation of car-related discussions on
Twitter, where certain car models from the same segment are dis-
cussed more frequently. For instance, the co-occurrence of SUV
vs. SUV, rather than SUV vs. Sedan, could reflect the clustering
of discussions around SUVs during this period.

4 DISCUSSION
In this section, we discuss two benefits of evolutionary co-

mention network analysis for product designers and marketing
stakeholders, two limitations of this study that motivate our fu-
ture research, as well as the potential of the proposed approach
in support of product design.

Benefits There are two implications of the evolutionary co-
mention network analysis. First, the analysis can help design-
ers track changes in customer preferences for car features and
emerging technology. In particular, our analysis indicates an
increasing co-mention of electric vehicles from 2016 to 2019.
This could be due to the rapid development of EV technologies
in the last decade which has attracted a lot of attention on so-
cial networks. Second, co-mention relations between brands can
provide insights into consumer perceptions and potential market
competition structures [2]. Although our current results could
not directly imply competition relations, the data generated from
this preliminary work provide a foundation for our future work
on dynamic competition analysis.

Limitations The current study has some limitations that need
to be addressed in our future work. As highlighted in Section 3.4,
the primary drawback of the proposed approach is its inability
to standardize the names of the vehicle models extracted. This
has led to the presence of multiple variant names for certain car
models, which could introduce noise into our network. To mit-
igate this issue, we opted to incorporate only models that have
names included in our reference list. While this decision allows
us to maintain greater consistency and accuracy in our analysis,
it sacrifices some co-mention relationships, making them left un-
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TABLE 2: Top five car models with the largest unweighted degree (UWD)

2016 2017 2018 2019

Model UWD Model UWD Model UWD Model UWD

Honda Civic 19 Nissan Leaf 19 Ford Focus 50 Jeep Grand Cherokee 55

Mini Cooper 18 Jeep Wrangler 16 Toyota RAV4 37 Tesla Model 3 55

Audi R8 18 Honda Civic 15 Porsche 911 33 Honda Civic 51

Porsche 911 16 BMW X1 15 Honda Civic 32 Ford Explorer 47

Nissan Leaf 14 Mini Cooper 14 Nissan Leaf 31 Porsche 911 42

TABLE 3: The most frequently co-mentioned car pairs by year

Year Linked Car Models # of Co-mentions

2016 BMW X5 vs. Volvo XC90 6

2017 Tesla Model 3 vs. Chevrolet Bolt
EV

8

2018 Buick Envision vs. Cadillac CT6 13

2019 Jeep Wrangler vs. Jeep Wrangler
Unlimited

11

TABLE 4: Twitter co-mention network metrics by year

Year 2016 2017 2018 2019

Density 0.007 0.006 0.011 0.012

Unweighted Avg. Deg. 2.913 3.037 6.079 7.466

Weighted Avg. Deg. 3.523 3.793 8.047 9.934

Avg. Local Cluster Coeff. 0.125 0.128 0.229 0.249

mined. In the future, a robust text similarity algorithm is required
to address this issue. A second limitation of this study is that we
did not classify the co-mention relationships into more granular
categories or perform spam detection. As a result, our gener-
ated networks may contain instances of random co-occurrence
relationships or advertising information. To achieve a more im-
partial understanding of the co-mention relationships among car
models, additional noise removal techniques may be required to
enhance the precision of our findings.

Implementation for engineering design As illustrated in Fig-
ure 6, the mined co-mention network from social media data
enables us to uncover potential competition relationships be-
tween products. By conducting sentiment analysis, we can cat-
egorize the co-mention relationships and extract a sub-network
dedicated to product competition. In our previous studies, simi-
lar co-consideration networks generated by customer choice sets
have proven to be effective for demand analysis, which can in-
form better design decisions [24, 41, 42]. For instance, in a
case study on the vehicle market, an exponential random graph
model (ERGM) was developed by incorporating the competition
network data and the node (car) attributes data such as engine
power to estimate the effects of different attributes on the formu-
lation and evolution of competitive relationships. The estimated
ERGM can be further integrated into the decision-based design
(DBD) framework [50, 51] to use optimization to determine the
preferred design alternative. Therefore, the proposed co-mention
network mining approach from social media data, i.e., the start-
ing point of this competition network-based design framework,
plays a crucial role in providing the competition network input
for enterprise-driven design decisions.

Co-mention
Network

Social Media
Data

Content-based Co-mention
Network Mining

Sentiment
Analysis

Competition
Network

Product Engineering Design
Based On Customer-product

Preference Modeling

The focus of this study

Entity Event

FIGURE 6: The role of this work in competition network-based
design framework
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5 CONCLUSION
This paper proposes an approach that combines NER and

network modeling to extract and analyze co-mention relations
among entities embedded in social media data. The proposed
method is demonstrated using a case study on a car model
co-mention network. Despite the challenges posed by the un-
structured and noisy nature of Twitter data, our NER algorithm
achieved an F1 score of 70%, a performance that is better than
the state-of-the-art. The evolving network models showed that
the co-mention network is capable of identifying the competing
car models that are frequently discussed on social networks and
trending vehicle technologies, such as electric vehicles. Further-
more, the results indicate that the popularity of a product on so-
cial media may not necessarily indicate its sales performance.
This study offers a unique data mining approach for marketing
researchers and product designers in the study of the evolution
of marketing structures (competition networks).

In future work, we plan to improve our approach by devel-
oping a robust text similarity algorithm that can effectively deal
with variant names for specific car models. Also, we plan to carry
out a sentiment analysis on social media data to detect spam and
classify co-mention relationships into more detailed categories.
Lastly, we intend to employ temporal network modeling tech-
niques such as TERGM to identify key factors that affect the for-
mation of co-mention relationships and predict products’ future
co-mention networks in support of product design and develop-
ment.
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P., Grčar, M., Mozetič, I., Puliga, M., and Zlatić, V.,
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